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What is Mixed Integer Programming
A Mixed Integer Linear Programming (MILP) formulation implies the
presence of both continuous (𝑥 ∈ ℝ) and discrete (y ∈ ℤ) variables.

Objective Function

Constraints

(Bigi et al., 2024)



What is Mixed Integer Programming
For example:
A farmer want to maximise profit by
allocating land for two crops:

Wheat (can be planted in any fraction
of an hectare, so it's a continuous
variable).
Corn (must be planted in whole
hectares, so it's a discrete integer
variable).

The total land available is 10 hectares.
The profit per hectare for wheat is 200$
and that for corn is 300$.



Define the problem

What is Mixed Integer Programming

Formulate a MILP model

Develop a computer-based
procedure to derive

solutions

Test/refine the modelImplement solutions 

(Hillier & Lieberman, 2015)



As the size of the model grows, it becomes very difficult to find optimal
or near-optimal solutions in a reasonable amount of time using over-
the-shelf solvers.

What is the Problem?



Current Research & Techniques

Solutions include:

Exploiting Exact Decomposition1.
Using Heuristic Approaches2.
AI/ML Integrated Optimisation3.



Current Research & Techniques
Exploiting Exact Decomposition



Current Research & Techniques

The authors aim to design a decision-support model that helps
optimise supply chain resilience in the face of transportation
disruptions.

Exploit Benders Decomposition

Exploiting Exact Decomposition

(Müllerklein & Fontaine, 2025)



Current Research & Techniques
Benders Decomposition - The idea

Decompose the problem into:
Master Problem: Focuses on complicated variables; A solution here
provides initial values for these variables.
Subproblem: Takes the fixed complicated variables from the master
problem, determines how they interact with the continuous variables
and sends feedback to the master problem in the form of "cuts" (new
constraints).

Feasibility/Optimality Cuts

Exploiting Exact Decomposition



Current Research & Techniques
Exploiting Exact Decomposition

(MP)
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Further enhancements in Benders Decomposition (Müllerklein & Fontaine,
2025):

Lower-bound lifting and valid inequalities: Strengthening the solution
space to improve by incorporating problem-specific constraints to
eliminate infeasible solutions early.
Warm-start heuristics: Using initial feasible solutions to reduce
computation time.
Branch-and-Benders-cut: Combining branch-and-bound and Benders
decomposition for better performance.

Results show that large instances can be solved to near-optimality,
whereas a commercial solver does not find feasible solutions. 

Exploiting Exact Decomposition
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Using Heuristic Approaches
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Heuristics provide near-optimal solutions when finding the exact
solution is too time-consuming or computationally expensive.
They rely on simplified rules or logic rather than exhaustive
calculations.
Usually tailored to particular problems
For example, greedy algorithms

Using Heuristic Approaches
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An example Matheuristic:

Using Heuristic Approaches

(Lanza et al., 2023)
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AI/ML Integrated Optimisation
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Incorporating AI and ML can automate the traditional methods based on
handcrafted heuristics, making the process more systematic.
Many decisions in MILP solvers, such as branching, and node selection, are
based on heuristics. AI/ML can help optimise these decisions by learning
from data, potentially improving solver efficiency.
Deep learning excels in high-dimensional spaces and can be leveraged to
address the complexities of MILP problems effectively.

Why do we need AI/ML Integrated Optimisation?

(Clautiaux & Ljubić, 2024)
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(Triantafyllou & Papathanasiou, 2024)

AI/ML Integrated Optimisation
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(Triantafyllou & Papathanasiou, 2024)

AI/ML Integrated Optimisation
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(Triantafyllou & Papathanasiou, 2024)

AI/ML Integrated Optimisation



Current Research & Techniques
Convolutional Neural Network (CNN) Training & Architecture:

Dataset: Contains over 8,970 problem instances with varying demand profiles.
Architecture: Includes three convolutional layers followed by max-pooling
layers, and two fully connected layers for multi-label classification.

First layer: 32 filters, kernel size 10.
Second layer: 64 filters, kernel size 5.
Third layer: 128 filters, kernel size 3.
Fully connected layers: 256 neurons and 128 neurons with dropout
regularisation.
Output layer

Training uses the Adam optimiser with binary cross-entropy loss for
classification accuracy

AI/ML Integrated Optimisation



Current Research & Techniques

The reduced MILP model achieves:
Up to 81% reduction in constraints and 83% reduction in binary
variables compared to the original model.
Infeasibility or sub-optimality in 10.65% of scenarios, highlighting
areas for improvement in prediction accuracy.

AI/ML Integrated Optimisation



Conclusions & Future Prospects
We explored some ways to tackle complexity of MILP models
Modern or future computer architectures can be an opportunity to
push further the advances in MILP-based algorithms (i.e., GPU
architecture and distributed systems)
Exploiting generative AI to produce MILP models from a textual
description of the problem or examples of data and solutions. An.
early research has been done in (AhmadiTeshnizi, Gao, & Udell,
2023). Although it may not impact the work of MILP experts, this
may change how end-users can access optimisation tools.
Pushing solvers to the next level
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Thank you for your attention!



Let us Discuss!
How do you think we can master MILP?
Can deep learning replace traditional

heuristics?


